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MODELING CONSIDERATIONS IN COMPUTER COMMUNICATION 

RESOURCE CONTROL 

by 

Stephen R. Kimbleton 
USC/lnformation Sciences Institute 

4676 Admiralty Way 
Marina del Rey, California 90291 

Abstract — Effective utilization of mission oriented networks 

requires coordination and control of both communication and computer 

facilities. Achievement of these capabilities is shown to require a means 

for prediction of the effects of network modifications upon network 

performance. It is observed that standard monolithic simulation approaches 

are unlikely to provide an effective r^ans for network performance 

prediction and the feasibility of developing a suitable structured 

analytically driven approach is explored. 
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INTRODUCTION 

At present, three major types of networks can be distinguished: (I) 

Terminal Access Networks, (2) Value Added Networks, and (3) Mission 

Oriented Networks. The first category is exemplified by some cf the larger 

time-sharing services (e.g., TYMSHARE), which serve primarily to connect 

the user to physically remote resources. Value added networks (e.g., 

ARPANET) may be viewed as a logical extension of the concept of a computer 

utility; sharing of both hardware and software resources is possible, bi*t 

[he precise manner of sharing depends upon agreements between the parties 

concerned. An important characteristic of volue added networks is the 

independence (both structural and organizational) of hosts and 

communication facilities—which, in the case of ARPANET, are referred to as 

the subnet. 

By definition, a mission oriented network consists of a collection of 

computer and communication resources whose comrron objective is to achieve 

some organizational information processing function. Two major examples of 

such netwr'ks are the World Wide Military Command and Control System 

(WWMCCS) anc the Air i orce Advanced Logistics System (ALS). 

The basic thesis of this paper is that effective utilization of mission 

oriented networks requires coordinaticn and control of both communication 

ard computer facilities, that network dynamics require these capabilities 

to be effectively 'on-line/ and that their achievement requires a 

model-based app-oach. The remainder of the paper outlines some of the 

implications of this thesis and discusses its feasibility. 



CONTROL PROCEDURE COMPONENTS 

Implementing a control procedure requires identification of (1) 

objectives, (2) decision space, and (3) the decision support system [SCOTM 

7A] used in selecting state variable based controls to achieve the 

objectives. In    the    complex,    dynamic    environment    implicit    In    mission 

oriented networking, identifying these components will require an iterative 

approach. However, the current state of the art in computer system control 

provides a point of departure. 

Control Objectives 

The global objectives of network control are assumed to be the assurance 

of (1) acceptable workload processing through control of 

response/turnaround times, (2) adequate reliability, and (3) suitable job 

and    data    migration    Cdpabilities, C'early    these    three    objectives    ar^ 

interrelated. Thus, reliability may be achieved both through traditional 

static approaches of equipment redundancy or through dynamic approaches 

based on workload migration, the feasibility of acceptably processing a 

given workload is affected by the migration policies used, and the job and 

data migration capabilities desired are dapendent upon network dynamic;, 

induced by workload processing requirements as well as by reliability 

requirements. 



Cpntrpi Decisions 

Control decisions can be subdivided into organizational end 

technological decisions. Table 1 provides a partial list of some issues In 

each category. The distinction between the categories is not airtight; for 

instance, operator effectiveness levels (an organisational issue) may be 

strongly affected by the design and quality of technological control 

capabilities. The division between organizational and technological issues 

can bo understood by observing that for organizational issues (1) 

management satisfices rather than optimizes, and (2) the determination of 

reasonable values is environmentally dependent, For technological issues, 

by contrast, the concept of an 'cptimaP solution is appropriate, though 

elusive. 

Although control of orgnnizational issues is of obvious importance, its 

context-dependent nature makes dubious its amenability to centralized 

approaches [KIMBS 73], Thus, the remainder of this paper «s concerned with 

the control of technological issues. The importance of even this reduced 

domain of decisions is clear; moreover, if a solution methodology can be 

obtained, it can be used to determine the technological implications of 

organizational alternatives. Presenting such information to management 

would permit effective decisionmaking in spite of the gentral lack of 

well-defined utility functions for such issues [GROCJ 72]. 



TABLE 1 

try v;.  oL;TER SYSTEMS PERFOP'   „CE 

ORGANIZATIONAL ISSUES 

unneco^sary jobs 

PrOßrammer T'"'"!^ 

Priority structure 
requirement- 

Programming language 
support 

TECHNOLOGICAL ISSUES 

Evtended instruction set 

More host memory 

Device/channel ratio 

Data set location 

Technological Control Decisions 

Technological control decisions can be structured into two categories: 

(1) parameter di C'sions and (2) host ir.*^iacuon decisions. Parameter 

decisions can be considered at four distinct levels: (1) the vendor, (2) 

the organizational information processing function, (3) the individual 

nost, and (A) the individual user. The spectrum of available alternatives 

decreases as one passes downward through this list. For networks, the 

distinction between the vendor and the organizational information 

processing function has been somewhat nebulous, since (as is true for 

ARPANET) equipment design and usage is effectively controlled by the same 

agency. For the purposes of this discussion it is sufficient to assume 

that the organizational informotion processing function is concerned with 

the selection and configuration of essentially 'off the holf equipment. 

This observation appears to be essentially accurate for non-ARPA agencies 

intent upon using ARPANET technology. 



Parameter decisions for an organization establishing an A'^PANET-type 

computer communication system can be structured by considerirg the basic 

resource categories defining a (mission uiented) network: (1) transmission 

capabilities, (2) IMPs, and (3) host computers. Major components of the 

first category are: mode (e.g., satellite, land lirt.v etc.), bandwidth, 

delay and error rate. Current IMP alternatives are limited and are 

reflected primarily in the choice of minicomputer used to drive the IMP 

[HEARF 70]. However, nn essentially different IMP architecture permitting 

a broader spectrum of alternatives is becoming available [HEARF 73]. 

The possible control variables available for an individual host computer 

appear enormous at first sight. However, examination of management 

implemented control procedures reveals that these control variables can be 

structured into four categories: (i) job sch^dulf^: (2) hardware 

configurations, (3) software components, and (4) file device assignments. 

The preceding comments imply that, although the space of parameter 

decisions is large, it is not unbounded; further, it can bo structured 

relatively tightly. 

Interaction decision:, affect both individual host operation and host 

cooperation. Although optimization of host operation is relatively well 

understood at a conceptual level [MULE 73], the possibilities implicit in 

host coop 'ion for mission oriented networks do not yet appear to have 

received substantial study. Further, important tools such as Network 

Operating Systems, Network Job Control Languages, and other required 

protocols appear to be in the 'study* rather than implementotion or 

utilization    stage.        New    versions    of    RSEXEC    [THOMR    73]    are    partially 

TltllF   r   -It" * --   —T, v      ■ .-. n    inrtiH,   m ,,,, 



concerned with relevant issues. 

The importance of ihis topic stems from the fact that network management 

differs from individual host management due to the possibility of migration 

of either jobs or data. This possibility, in turn, implies the feasibility 

of (1) execution of jobs originating from remote sites to use temporary 

excess capacity, (2) sizing for the average workload and using the network 

to handle peak processing requirements, and (3) achieving increased 

reliabiKty through dynamic rather than static approaches, i.e., through 

job/tile migration rather than acquisition of additional, usually 

unde-N li,;2ed, hardware. Achievement of effective migration capabilities 

will per.-vt savings in both financial and human resources. 

DECISIUU SUPPORT FOR TECHNOLOGICAL CONTROL 

The ultimate objective cf networi; control should be a self controlling 

network. In the absence of this capability, and in order to develop a 

basis for research towara its achievement, it is appropriate to Hovelop a 

framework, i.e., decision support system, enabling effective man-machine 

control. Consideration of this problem [KIMBS 7^A] reveals a requirement 

for two primary capabilities: (1) a report/display capability to identify 

outages, track evolving worklcad requirements, and serve as the basic 

information source to assist the brokerage function required to achieve 

effective workload migration, and (2) a perforrnünce projection mechanism 

for evaluation of the effect, of management alternative;;. 



Although significant work is required to determine the V'.ght' 

combination of reports and the appropriate display mechanisms, current 

computer system control literature clearly reveals the teaslbiüty of this 

objective. Nevertheless,     significant     functional     differenoi     will     accrue 

due    to    the    requirement    that    information    be    maintained    and    displayed 

'on-line* to accommodate network dynamics. 

On-line information is also required to permit useful projection of the 

effects of possible alternatives. Moreover, standard computer system 

simulation techniques appear to be unpromising dm to their relatively slow 

execution rate; thus, it "s usual for a computer system simulator providing 

information on device utilizations and delays to execute no faster than 1 

to 10 times faster tndn real time. However, in a reasonably complex 

network environment, this implies an execution speed for a network 

simulaior which is slower than real time and therefore unacceptable. 

Consequently, the remainder of this paper will be devoted to consideration 

of alternative means of network performance projection. 

NLlWüRK PERFORMANCE PROJECTION 

Performance projection may bo a^.rnpted thro'igh either analytic or 

simulation-based approaches. Further, for a given approach either a 

monolithic       or       st'uctured      design      may      be      used. Traditionally, 

simulation-based approaches tend to use a monolithic design while 

analytically based approaches use a carefully structured design which, 

additionally,   usually   incorporates   a   substantial   (some   would   say   excessive) 

-^■^■_ 



lovel of simplifying assumptions. 

A major advantage of the monolithic approach is its initial fidelity to 

the process (network) being modeled; an unfortunate corollary is the 

extreme level of complexity which may result with an attendant difficulty 

in distinguishing causes, effects and interactions. Further, the time 

required for this approach is sufficiently large that in one case 

completion of the simulator was roughly coincidental with completion of the 

project [NiELN 69]. Perhaps as a result, analytic approaches have enjoyed 

a continuing, and apparently expanding, success in modeling individual 

computer systems. Indeed, at a recent conference, four papers concerned 

with the development of analytic system models were pre* ^.ted [BARDY 74], 

[BROWJ 74], [KIM8S 74B] and [WYATJ 74]. In general, these approaches 

permit a substantially expanded level of dftail by incorporating a 

Hierarchical structure. We now comment upon the requirements Implicit in 

the development of an analytically driven network simulator through usage 

of analytically driven hoct simulators. 

The assumption that network performance can be predict d as a function 

of host, IMP and transmission line performance has not been completely 

validated and careful controlled testing is desirable to determine the 

extent to which this assumption is warranted [BELLT 73]. However, 

Kleinrock [KLEIL 64] has investigated J near relative of this assumption in 

the context of message switching networks. The results were generally 

affirmative. Further, this assumption is consistent with the results of 

previous work which has been done in the area of computer system modeling 

and  which  suggests  that  this  assumption  is generally  warranted  provided  Uu 



10 

systc;. being modeled is operating under subsnturation conditions. However, 

since subsystem saturation tends to introduce a very unstable system 

behavior, performance prediction under conditions of subsystem saturation 

Is likely to be unrewarding. Instead, detection and notification of the 

presence of saturation conditions should be investigated. 

An analytically driven approach to prediction of host performance for 

production batch computer systems is described in [KIMBS 74B], In general, 

the approach uced is that of variable precision analytically driven models. 

Sn.ce this approach permits prediction of system performance os a function 

of synthetic module-like [SRh.EK 74] characterizations of the jobs 

comprising the syr^cm workload, its utilization as the ho^t performance 

prediction echanism of an analytically driven network simulator seems 

feasible. Indeed, the objective in developing this model was to obtain 

outp .it information comparable with that provide by simulators, i.e. 

device utilizations and delays for jobs, shifts and time segments, with an 

execution speed of ap^, oximately two orde o' magnitude faster than real 

time. Application of this approach to a network environment requires Its 

extension to include interactive systems as wall as a refinement of the 

approach used to represent channel effects. 

Since an IMP is, in effect, a dedicated minicomputer with very 

specialized capabilities, it would seem feasible to seek to predict IMP 

performance us ng either simulation, analytically driven approachos 

described above, or a tabular technique. However, some c^re is required 

since prediction of IMP pjrformance essentially involves characterization 

of   program   behavior,   a   topic   not   known   for   its   tnctability.      Because   of 
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the importance of quei'ing delays in predictins IMP performance, explicit 

roproser.lation of some internal queues may prove appropriate. Thus, the 

apprcaches described in [BROWJ 74] and [BARDY 74] should prove of use. 

Prcjeclion of transmission line performance requires some care. Fi'om a 

mathematical viewpoint, this problem would seem to be closely related to 

the problem of projection of the performance impact of data pathr within a 

computer system. Although a limited amount o^ work concerned with this 

subject has appeared, careful validation seems to be required. It should 

be noted, however, that if. the absence of such a model it is still feasible 

to perform cont'-M_j ^sts to establish the performance capabilities and 

limtat:jnc of a model in which all transmission lines are assumed to have 

essentially infinite full duplex bandwidth. 

In summary, analytically driven projection of network performance 

appears feasible. Further, the speed achievable through this approach is 

required if management is to be able to rapidly predict the effects of 

alternative network configurations required for maintenance of appropriate 

traffic levels in the face of outages [K1MBS 74A]. 
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